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Abstract

A technique is proposed to detect damage in structures from measurements taken under different
conditions (i.e. different operational excitation levels, geometrical uncertainties and surface treatments of
the structure). The method is based on a robust singular value decomposition (RSVD) which will be
introduced in this article. Using the RSVD the distance of an observation to the subspace spanned by the
intact measurements can be computed. Furthermore, from statistics, a threshold can be determined to
automatically decide, based on the observation’s distance to the subspace, if the observation comes from a
damaged or intact sample. The proposed RSVD method is compared with an existing method based on the
classical least-squares (LS) SVD. The damage detection method is validated on an aluminium beam with
different damage scenarios (a saw cut and a fatigue crack), under several conditions (different beams with
small dimensional changes, beams covered with damping material and different operating levels).
r 2004 Elsevier Ltd. All rights reserved.
1. Introduction

In recent decades many techniques have been proposed for detecting damage based on changes
of modal parameters. Unfortunately, the modal parameter changes due to varying operating
conditions and structural uncertainties (e.g. due to inter-product variability) are often much more
see front matter r 2004 Elsevier Ltd. All rights reserved.
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important, and hence they mask the information on the damage state of the structure. Therefore,
most vibration-based damage detection techniques only give good results in well-controlled
laboratory conditions.
During the last decades many techniques were proposed to detect damage based on changes of

modal parameters (see the literature survey in Ref. [1]). A common property of these methods—
based on changes in modal parameters—is that they are very sensitive to changes in: (a) the
environment, (b) the operational conditions, and (c) structural uncertainties. Recently, a few
publications appeared that aim at removing the influence of these variations. In Ref. [2] a
technique is proposed to eliminate the influence of operational conditions. The technique is based
on a singular value decomposition (SVD) of a frequency response function (FRF) matrix H ¼

½H1; . . . ;HN �; where H1; . . . ;HN are FRFs at N conditions. In Ref. [3] another matrix
decomposition (principal component analysis or PCA) of a matrix of estimated features (i.e.
resonance frequencies) is used to eliminate the influence of environmental changes. Both authors
have shown that matrix decompositions can help in removing the influence of varying conditions
of the structure/measurement. However, when damaged features (FRFs or estimated parameters)
are included in the matrix H; the decomposition largely deviates from the one based on merely
features from intact structures. This is true since damaged features are outliers, as was recognized
by Worden in Ref. [4] (in the paper [4] the fact that a damaged feature is an outlier with respect to
the features of intact samples is used to separate damaged and intact observations). This means
that existing SVD damage detection techniques [5,3] only work well when the SVD of the data
matrix from intact observations can be computed (in general, however, it is not known
beforehand if an observation is intact or damaged).
The purpose of this article is to present a robust SVD which computes the SVD of the intact

structures from a set of observations of both intact and damaged structures, which are possibly
measured in different conditions. In order to guarantee the success of the proposed technique, it is
assumed that there are at least as many intact as damaged observations (FRFs, response spectra
or estimated parameters) are present in the observation matrix H which has to be decomposed.
In the next section the theory behind the method will be described. Firstly, in Section 2.2 a

review of damage detection using the least-squares SVD will be given. Next, in Section 2.3, a
somewhat more robust iterative SVD (ISVD) is introduced. The proposed robust SVD (RSVD) is
described in Section 2.4. All three methods are validated on an extensive experimental case study
of an aluminium beam measured under various conditions. The results of the experimental
validation can be found in Section 4. Finally conclusions will be drawn in Section 5.
2. Theory

2.1. Motivation of SVD-based damage detection techniques

Depending on the material type of a structure and the loading scenario, different types of
damage can be present in a structure: (fatigue) cracks, delaminations, wear, etc. From a structural
behaviour point of view, damage is characterized by a local reduction in the stiffness near the
location where the damage is present. This local stiffness reduction effect can be used to separate
damage with changes due to environmental conditions. Indeed, the latter usually introduces a
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global change in the stiffness and/or damping of the structure (this is certainly the case when the
structure is made out of one material).
Using a sensitivity analysis, the derivative of the ith resonance frequency oi with respect to a

change in the parameter u can be determined [5]:
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¼
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ci; (1)

with ci the ith mode shape and mi the ith modal mass. For a uniform stiffness change dK can be
written as dK ¼ qK with q the percentage of stiffness reduction. This means that Eq. (1) can be re-
written as
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(2)

because ki=mi ¼ o2
i ; with ki the modal stiffness.

Eq. (2) clearly shows that a global change in stiffness results in a linear change in resonance
frequency. For local changes this is generally not the case. This fact will be used to separate
damage (local stiffness reduction and nonlinear resonance frequency change) from environmental
changes (global stiffness reduction and linear change). An efficient technique to detect nonlinear
changes is to compute a linear subspace from intact observations (using a singular value
decomposition) and calculate the distance of the damaged observation to the linear subspace. In
the next sections several algorithms to perform this task will be described.
2.2. Classical least-squares SVD

Assume that H ¼ ½H1; . . . ;HN � is a matrix of structural observation features taken from N
experimental conditions (both Nd-damaged and Nu-undamaged, where it is assumed that
NupNd). As will be shown below, the features can be FRFs, response spectra or estimated modal
parameters of the structure. Then, based on the classical least-squares SVD, an automatic
classification between damaged and intact observations can be made as follows:

Algorithm. Least-squares SVD-based damage detection.
(1)
 Compute the SVD of the M by N matrix H:H ¼ USVH with S ¼ diag ðs1; . . . ;sminðN;MÞÞ:

(2)
 Put all singular values sLþ1; . . . ; sminðN;MÞ below the noise level equal to zero: S1 ¼

diag ðs1; . . . ;sL; 0; . . . ; 0Þ:

(3)
 Re-synthesize the singular vectors to a rank L matrix: H1 ¼ US1V

H

(4)
 Compute the residual matrix E1:E1 ¼ H�H1: P P

(5)
 Estimate the standard deviation s of the residuals: s ¼ ½1=ðMN � 1Þ� M

i¼1
N
j¼1ðHði; jÞ �

H1ði; jÞÞ
2:
(6)
 For each observation j (i.e. each column j) estimate the standard deviation sj : sj ¼ ½1=ðM �

1Þ�
PM

i¼1ðHði; jÞ �H1ði; jÞÞ
2:
(7)
 Now, if observation j (column j) can be spanned by the subspacecomputed using the SVD, the
relative distance dSVD

j defined by dSVD
j ¼ sj=s should—for each j—obey a w2 distribution with

mean m ¼ 1 and standard deviation s ¼
ffiffiffiffiffiffiffiffi
2M

p
[6]. The a ¼ 95% confidence level of the w2
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distribution gives the threshold T for the distance dSVD
j to distinguish between intact and

damaged samples: when dSVD
j 4T with T ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðM � 1Þw2

ð100�aÞ=2ðM�1Þ

q
the structure is damaged

(for values M430 a maximal value of M ¼ 30 is taken in order to make sure that the
threshold is not too tight).
For Step (2) of the least-squares SVD algorithm described above, a subdivision should be made
based on the actual feature that is used in the matrix H:
	
 When FRFs or response spectra (displacements, velocities or outputs) are taken as the columns
of H; the number of non-zeros singular values (L) is equal to minðNm;NoÞ; with Nm the number
of modes in the frequency band and No the number of measured spectra (outputs) for each
observation (this is the case because the rank of an FRF matrix of an L-dof system is equal
to L).
	
 When on the other hand estimated parameters (as for instance the resonance frequencies of the
structure) are taken as features, there is only one non-zero singular value. Indeed, for
environmental changes or small global structural variabilities (in material properties, surface
treatment), resonance frequencies change linearly, and thus all observations can be spanned by
one single singular vector (remark that for localized damage on the other hand, a nonlinear shift
in resonance frequencies occurs).

The problem with the least-squares SVD technique is that it is very sensitive to outliers in the
measurements. This is illustrated in Fig. 1 for a data matrix H ¼ 1

1
...
...

16
16

� �
; where Hð16; 2Þ is put

equal to 0 to introduce an outlier. The result of the SVD decomposition in Fig. 1 clearly shows
that the least-squares solution is influenced to an important extent by the single outlier.
In the next section a more robust SVD-based damage detection method will be introduced to

reduce the influence of outliers (i.e. damaged features).
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1. Illustration of the effect of an outlier on the least-squares SVD. ‘o’: data without outlier, ‘+’: data with outlier,

line: least-squares fit of the data without outliers, dotted line: least-squares fit of the data with the outlier.
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2.3. Iterative SVD

The first approach to reduce the influence of outliers is to use a two-step iteration approach:
	
 Use the classical least-squares SVD algorithm from the previous section.

	
 Eliminate observations with an outlying distance dSVD

j :

	
 Compute an SVD of the remaining observations.
In detail the method contains the following steps:

Iterative SVD (ISVD)-based damage detection.
(1)
 Steps (1)–(7) are equal to those of the least-squares SVD presented in the previous section.

(2)
 Next, median of the observation distances is computed: dmed ¼ medianðdSVD

1 ; . . . ; dSVD
N Þ:
(3)
 The columns j1; . . . ; jN=2 which have a distance dSVD
j 4dmed are removed from the data

matrix:
H2 ¼ Hð: ; f1; . . . ;Ng=fj1; . . . ; jN=2gÞ
(4)
 The SVD of the reduced data matrix is computed: H2 ¼ U2S2V
H
2 with S2 ¼

diag ðs1; . . . ; sminðN=2;MÞÞ:

(5)
 Compute the right singular vectors: V3 ¼ U

H
2 S

�1
2 H:
(6)
 Re-synthesize the singular value decomposition: H3 ¼ U2S3V
H
3 ; with S3ði; iÞ ¼ S2ði; iÞ for

i ¼ 1; . . . ;L and S3ði; iÞ ¼ 0 for i4L:

(7)
 Compute the residual matrix E3:E3 ¼ H�H3:

(8)
 Estimate the standard deviation s of the residuals using the median absolute deviation

(MAD) as a robust scale estimator [7]: s ¼ MADðE3Þ with MADðxÞ ¼ 1:4826 �medianðjx �

medianðxÞjÞ (remark that this is necessary because half of the observation could be outliers,
which would lead to a large increase of the classical sample variance).
(9)
 For each observation j (i.e. each column j) estimate the standard deviation sj: sj ¼

½1=ðM � 1Þ�
PM

i¼1ðHði; jÞ �H3ði; jÞÞ
2:
(10)
 Now, if observation j can be spanned by the L-dimensional subspace computed using the
SVD, the residual for each j the distance dISVD

j ¼ sj=s should obey a w2 distribution with
mean m ¼ 1 and standard deviation s ¼

ffiffiffiffiffiffiffiffi
2M

p
: The a ¼ 95% confidencelevel of the w2

distributiongives the threshold T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðM � 1Þw2

ð100�aÞ=2ðM�1Þ

q
for the distance dISVD

j to

distinguish between intact and damaged samples: when dISVD
j 4T the sample corresponding

to observation j is considered damaged.
2.4. Robust SVD

The robust SVD method (RSVD) that is proposed in this section is the SVD counterpart of the
so-called least trimmed squares procedure which was developed for linear regression in Ref. [8]
(later on, a faster variant of the algorithm was implemented in Ref. [9]).
The proposed RSVD method is conceptually very simple:
	
 Take a random subset of half of the columns in the data matrix.

	
 Compute the SVD of these columns.
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 Extend the right singular matrix to all the columns in the data matrix.

	
 Calculate the residual between the original data matrix and the re-synthesized matrix based on
the first L singular vectors corresponding to the combination of columns.
	
 Compute the RMS value of the 50% smallest distances dk1 ; . . . ; dkðN=2Þ
as the cost

function k:

	
 The SVD of the combination of columns with the smallest cost function k is taken as the RSVD
solution.

In more detail, the following steps have to be performed:

Robust SVD damage detection.
(1)
 Construct a matrix C within the rows of all combinations of N=2 observations (column
numbers of the H matrix) out of the total of N observations.
(2)
 For each of these N!=ðN!=2Þ2 combinations i1; . . . ; iN=2—i.e. rows of C—(or 250 randomly
selected combinations in case N410):

(a) Remove columns i1; . . . ; iN=2 from the data matrix H :H4 ¼ Hð:; f1; . . . ;Ng=fi1; . . . ; iN=2gÞ:
(b) Compute the SVD of H4:H4 ¼ U4S4V

H
4 with S4 ¼ diag ðs1; . . . ; sminðN=2;MÞÞ:

(c) Compute the extended right singular vectors: V5 ¼ U
H
4 S

�1
42
H:

(d) Re-synthesize the singular value decomposition: H5 ¼ U4S5V
H
5 ; with S5ði; iÞ ¼ S4ði; iÞ for

i ¼ 1; . . . ;L and S5ði; iÞ ¼ 0 for i4L:
(e) Compute the residual E5:E5 ¼ H�H5:
(f) Calculate the distances dj ¼ sj=s(as in the ISVD algorithm).
(g) Evaluate the cost function k: k ¼

PN=2
jdk:N j

2:
k¼1
(3)
 The SVD of the combination of columns with the smallest cost function k is taken as the
RSVD solution.
(4)
 The residual E6 ¼ H6 �H between the data H and the re-synthesized RSVD H6 is used to
compute the distances dRSVD

j ¼ sj=s where s ¼ MADðE3Þ and sj ¼ ½1=ðM � 1Þ�
PM

i¼1 ðHði; jÞ �
H3ði; jÞÞ

2:

(5)
 The test statistic T ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðM � 1Þw2

ð100�aÞ=2ðM�1Þ

q
is used to classify the intact and damaged

observations: dj4T for a damaged structure.
3. Simulation results

In order to quantify the sensitivity of the proposed technique a simulation is performed in this
section. Twelve cases of a 10 degree-of-freedom (dof) system (with mass 1 kg and stiffness
3000N=m) are considered:
	
 In the first 6 cases a uniform reduction of the stiffness is applied to all 10 dofs (Case 1: 0.1%,
Case 2: 0.5%, Case 3: 1%, Case 4: 2%, Case 5: 5% and Case 6: 7.5%). This is used to simulate
the global influence of environmental changes.
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 In the last 6 cases a reduction is applied to only one of the links (six different randomly
chosen link locations) between the dofs: (Case 7: 1%, Case 8: 5%, Case 9: 10%, Case 10: 20%,
Case 11: 50% and Case 12: 75%). This simulates the presence of a crack between
two dofs.

The results of the three SVD methods when applied to the simulation data are shown
in Fig. 2. The classical least-squares SVD incorrectly classifies the two smallest damage cases of
1% and 5% stiffness reduction (see Fig. 2a). Moreover, the distances of the intact observations
are very close to the threshold. Although the ISVD gives better results (see Fig. 2b) the smallest
damage case (1% stiffness reduction) is still not detected. The RSVD finally gives a very
clear separation between damaged and intact observations, even for the smallest damage case
(see Fig. 2c).
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Fig. 2. Relative distances of 12 observation cases (six damaged indicated by ‘+’ and six intact indicated by ‘o’): (a)

dSVD
j ; (b) dISVD

j ; and (c) dRSVD
j from SVD, iterative SVD and robust SVD, respectively.
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4. Experimental results

4.1. Set-up

In this paper, nine different experimental cases are considered in order to be able to compare
the sensitivity of the proposed damage detection technique (see Section 2) in the presence of
structural uncertainties with respect to:
	

Fi

wi
the structures’ geometry (product variability);

	
 the surface treatment and boundary conditions.
The following cases are tested:
Case 1:
g. 3. Be

th acou
Aluminium beam 1 (dimensions 400� 5mm), intact.

Case 2:
 Beam from Case 1 covered with plastic tape (see Fig. 3a).

Case 3:
 Beam from Case 1 covered with acoustic damping material (see Fig. 3b).

Case 4:
 Aluminium beam 2 (same dimensions as beam 1 with a small variability), intact.

Case 5:
 Aluminium beam 3 (same dimensions as beam 1 with a small variability), intact.

Case 6:
 Beam from Case 4 with 30% through saw cut in the middle.

Case 7:
 Beam from Case 4 with 50% through saw cut in the middle (see Fig. 3c).
ams with different environmental conditions and damage scenarios: (a) covered with plastic tape; (b) covered

stic damping material; (c) saw cut; and (d) fatigue crack (made visible with liquid penetrant using UV light).
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Case 8:
 Beam from Case 5 with small fatigue crack.

Case 9:
 Beam from Case 5 with large fatigue crack (see Fig. 3d).
Remark that the first five cases represent an intact realization of the structure, while the last
four cases are damaged. The results are given in Section 4.3.
Moreover, in order to evaluate the sensitivity to changing operating conditions, each of Cases

1–9 was measured using four operating conditions corresponding to excitation levels 0.5, 1, 2 and
4V. In Section 4.2 it will be shown that it is possible to eliminate the influence of the operating
conditions in the damage detection process.
The beams in the 36 experiments (nine cases and four excitation levels) were supported using

thin nylon threads (see Fig. 4). A loudspeaker was used to excite the beams with a periodic chirp
(0.5, 1; 2 and 4V amplitudes) in the 100–4000Hz frequency range with a 1.25Hz resolution. A
Polytec scanning laser vibrometer was used to measure the response velocity at 25 equidistant
locations of the beams in the different experiments.

4.2. Damage detection with changing operating conditions

In first instance, the following velocity spectra where used as inputs for the proposed damage
detection method (see Fig. 5):
	
 Case 5 with excitation levels 0:5; 1; 2 and 4V

	
 Case 8 with excitation levels 2 and 4V

	
 Case 9 with excitation levels 2 and 4V
The results discussed below will show that the method is insensitive to operating conditions
(i.e. excitation levels).
The key of the proposed method is based on the fact that the velocity spectra form a subspace

spanned by a set of Nm vectors as follows from modal analysis theory [5,10] (with the number of
Fig. 4. Measurement set-up for the aluminium beam experiment.
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Fig. 5. (a) Velocity spectra of the intact (full line) and fatigue cracked (dotted line) under different operating conditions

(Cases 5, 8 and 9); (b) and (c) zooms around an even and odd mode of the figure in (a).
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modes Nm ¼ 7 for the beam as can be seen from Fig. 5). When the operational condition changes,
the subspace does not change: indeed, from Fig. 5b it can be seen that the responses are linearly
related. On the other hand, when damage occurs, the subspace changes (see the dotted lines in
Fig. 5c). When the subspace is computed from the matrix H containing a combination of
velocity spectra from intact and damaged velocity spectra and the classical SVD approach is used
(Section 2.2), the result is that the number of non-zero singular values is larger than the number of
modes (indeed in Fig. 6a there is only 12 dB difference between the first singular value and the 8th
singular value, which should be at the noise level if only intact samples are included in the data
matrix).
When using the ISVD from Section 2.3 (i.e. when computing an SVD of the measurements with

a distance below the threshold in Fig. 7 as described in Section 2.3) there is already 20 dB between
the first singular value and the 8th one (Fig. 6b). For the RSVD solution (see Section 2.4) the
difference is more than 33 dB (Fig. 6c). This means that in the RSVD case the subspace of the
original intact data (which should contain seven modes and therefore the rank is 7) is found back,
while in the other cases (SVD and ISVD) a mixture between intact and damaged subspaces is
found. In fact the damaged spectra are outliers (with respect to the intact spectra) which attract



ARTICLE IN PRESS

0 10 20 30 40

−100

−90

−80

−70

−60

−50

−100

−90

−80

−70

−60

−50

−100

−90

−80

−70

−60

−50

Singular value number

S
in

gu
la

r 
va

lu
e,

 in
 d

B

(a)
0 10 20 30 40

Singular value number

S
in

gu
la

r 
va

lu
e,

 in
 d

B

(b)

0 10 20 30 40
Singular value number

S
in

gu
la

r 
va

lu
e,

 in
 d

B

(c)

Fig. 6. Singular values of the different SVD techniques when applied on the velocity spectra of Cases 5, 8 and 9: (a)

least-squares SVD (Section 2.2); (b) iterative SVD (Section 2.3); and (c) robust SVD (Section 2.3).
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Fig. 7. Distances dSVD of the eight observations at different operating conditions to the LS subspace (‘o’: intact, ‘+’:

damaged). Observations above the full line (median of the distances) are discarded in the iterative SVD approach

(Section 2.3).
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the subspace of the intact beam towards one of the subspaces of the damaged beam as was
illustrated before in Section 2. The result of this erroneously computed subspace is that
the distance of the observations to the LS subspace cannot be used to distinguish between
intact and damaged samples. In fact, as can be seen from Fig. 8a, three damaged
observations have a scaled distance dSVD

j that is smaller than the 95% confidence limit 1.34
(for M430T ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð29Þw0:052 ð29Þ

p
¼ 1:34) and are thus considered as intact, while one intact sample

(observation 4) is incorrectly classified as damaged. For the iterative SVD the distances lead to
better results as is shown in Fig. 8b. However, the third and the fourth observations are still
incorrectly classified as being damaged. The RSVD distances give a clear and correct
classification. From Fig. 9b it can be seen that the cost function evaluated for different
combinations of observations increases when the number of damaged observations in the
combination increases (this assures that the combination in Fig. 9a corresponding to the minimal
cost function contains no damaged observations).
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Fig. 8. Relative distances for eight observations in Cases 5, 8 and 9: (a) dSVD
j ; (b) dISVD

j ; and (c) dRSVD
j from SVD,

iterative SVD and robust SVD, respectively.
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4.3. Damage detection with structural uncertainties

While the subspace remains invariant under changing operating conditions (excitation levels) it
does change when the conditions of the structure is perturbed. Therefore, the approach illustrated
before on the experiment in Section 4.2 cannot be used straightforwardly. Instead, the fact that a
global structural changes gives rise to a linear change in the resonance frequency, while localized
damage leads to nonlinear changes is used to classify between damaged and intact observations.
Therefore, the resonance frequencies of the 36 experiments (nine cases and four operating
conditions) are extracted from the mobilities (see Fig. 10) using a fast-stabilizing frequency
domain estimator [11]. As a reference, the mode table of the beam in Case 1 with 1V excitation
level is given in Table 1, while four of the identified mode shapes are shown in Fig. 11. When
calculating the relative resonance frequency shift of Cases 1–9 (excitation level at 2V) with respect
to Case 1 (excitation level 1V) it can be seen (Fig. 12) that the undamaged beams (full line)
undergo a linear resonance frequency shift (up to 1.5%) while the damaged samples (dotted line)
result in a nonlinear change.
As was the case in the previous section, the subspace computed with the least-squares SVD

is incorrect. Indeed, the difference between the first and the second singular value is 40 dB (see
Fig. 13a), while the difference for the iterative SVD (Fig. 13b) and robust SVD (Fig. 13c) is more
than 60 dB.
The distance dSVD

j of the observations to the least-squares SVD subspace do not allow a good
distinction between damaged and intact samples (see Fig. 15a). Two of the four damaged samples
(observations 6 and 8) are classified as intact, and one observation from an intact beam falls

outside the 95% confidence limit T (T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð6Þw0:052 ð6Þ

p
¼ 2:2). Moreover, the remaining four intact

observations (1; 2; 4 and 5) have a value very close to the threshold. When discarding all
observations above the median of the distances (see the full line in Fig. 14, the classification is
improved). Indeed, from Fig. 15b it is clear that Observation 6 is now classified correctly and that
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Table 1

Mode table of the undamaged aluminium beam

Mode number or (Hz) xr (%)

2 290.9 0.15

3 568.1 0.01

4 937.7 0.01

5 1398.5 0.02

6 1949.9 0.00

7 2590.7 0.00

8 3319.3 0.01

500 1000 1500 2000 2500 3000 3500
−110

−100

−90

−80

−70

−60

−50

−40

−30

Frequency, in Hz

M
ob

ili
ty

, i
n 

dB

(a)
1900 1920 1940 1960 1980

−85

−80

−75

−70

−65

−60

−55

−50

−45

−40

Frequency, in Hz

M
ob

ili
ty

, i
n 

dB

(b)

1320 1340 1360 1380 1400 1420 1440 1460

−100

−95

−90

−85

−80

−75

−70

−65

−60

−55

Frequency, in Hz

M
ob

ili
ty

, i
n 

dB

(c)

Fig. 10. (a) Mobilities of the intact (full line) and damaged (dotted line) Cases 1–9 representing structural variabilities;

(b) and (c) zooms around an even and odd mode of the figure in (a).
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the distance of damaged observations increases (from about 15 to about 45). In the robust SVD
solution the four damaged beams are identified correctly (although the intact observation 3 is still
classified as damaged). Again, the inclusion of damaged samples in the combination of
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Fig. 12. Relative resonance frequency shift of mode 2–7 of Case 1–9 using 2V operating level with respect to Case 1

with 1V operating level.
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observations which is used to compute the subspace clearly leads to an increase of the cost
function (Fig. 16). This allows one to determine the subspace of the undamaged structure, even if
different operational conditions and structural uncertainties are present (the minimum of the cost
function corresponds to the combination of observations 1; 2; 4 and 5).
5. Conclusions

In this article, a technique was proposed to detect damage in structures from measurements
taken under different conditions (i.e. different operational excitation levels, geometrical
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Fig. 13. Singular values of the different SVD techniques when applied on the resonance frequencies of Cases 1–9:

(a) least-squares SVD (Section 2.2); (b) iterative SVD (Section 2.3); and (c) robust SVD (Section 2.3).
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uncertainties and surface treatments of the structure). From the experimental results in the
article it can be concluded that the classical least-squares SVD approach gives incorrect
decomposition (and hence an incorrect classification between damaged and intact samples)
when both damaged and intact measurements are used to compute the subspace. In general
this is the case, since in practice it is not known in advance which observation is damaged or
intact (when, however, a set of healthy observations is available and known, the SVD can be
applied to this ‘clean’ data set and consequently the results of the classical SVD are comparable
to those of the robust SVD). It was shown that the iterative SVD slightly improved the
classification results. However, in order to obtain reliable results, the introduced robust SVD
should be used.
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Fig. 15. Relative distances of nine observation cases (each measured in four operating conditions and grouped

accordingly): (a) dSVD
j ; (b) dISVD

j ; and (c) dRSVD
j from SVD, iterative SVD and robust SVD, respectively.
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